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AAABSTRACTBSTRACTBSTRACT   

Today’s, providing a platform, where 

customers can obtain fresh assessments of 

product information. With the help of this 

assessments manufacturers can collect 

customers reviews cum feedbacks to improve 

the product quality, is the prime need of any 

organization. These reviews are the people’s 

opinion about particular product. Opinion 

mining and Sentiment analysis have emerged 

as a field of study since the widespread of 

World Wide Web and internet. Opinion refers 

to extraction of those lines or phrase in the 

raw and huge data which express an opinion. 

Sentiment analysis on the other hand 

identifies the polarity of the opinion being 

extracted.. In this paper, we proposed a new 

approach the extract the opinion words and 

opinion targets using word alignment model 

(WAM). Compared to the previous methods 

such as syntax-based opinion mining, our 

model will work more precisely as it has the 

feature of reducing the parsing errors that 

was not introduced in previous methods. 

Keywords:— Sentment analysis, Opinion 

mining; opinion extraction; word alignment 

model (WAM). Hill climbing 

I. II. II. INTRODUCTIONNTRODUCTIONNTRODUCTION   

The rapid development of World wide Web a 

huge number of product reviews are springing 

up on the Web. With the help of these reviews, 

customers can obtain first-hand assessments of 

product information and manufacturers can 

collect customers reviews cum feedbacks to 

improve the product quality, is the prime need 

of any organization. supervision of their 

purchase actions. Meanwhile, manufacturers 

can obtain immediate feedback and 

opportunities to improve the quality of their 

products in a timely fashion. Thus, mining 

opinions from online reviews has become an 

increasingly urgent activity and has attracted a 

great deal of attention from researchers [1], [2] 

To extract and analyze opinions from online 

reviews, it is unsatisfactory to merely obtain 

the overall sentiment about a product. In most 

cases, customers expect to find fine grained 

sentiments about an aspect or feature of a 

product that is reviewed. For example:  

“This laptop has a good processor and RAM 

but its prize is very high.” 

User or readers expect to know that the 

reviewer expresses a positive opinion of the 

laptop’s processor and a negative opinion of 

the prize, not just the reviewer’s overall 

sentiment. To fulfill this aim, both opinion 

targets and opinion words must be detected. 

First, however, it is necessary to extract and 

construct an opinion target list and opinion 

word lexicon, both of which can provide prior 

knowledge that is useful for fine-grained 
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opinion mining and both of which are the focus 

of this paper. An opinion target is defined as 

the object about which users express their 

opinions, typically as nouns or noun phrases. 

In the above example, “processor” and “laptop 

prize” are two opinion targets. Previous 

methods have usually generated an opinion 

target list from online product reviews. As a 

result, opinion targets usually are product 

features or attributes. Accordingly this subtask 

is also called as product feature extraction [5], 

[6]. In addition, opinion words are the words 

that are used to express users’ opinions. In the 

above example, “good” and “high” are two 

opinion words. Constructing an opinion words 

lexicon is also important because the lexicon is 

beneficial for identifying opinion expressions. 

For these two subtasks, previous work 

generally adopted a collective extraction 

strategy. The intuition represented by this 

strategy was that in sentences, opinion words 

usually co-occur with opinion targets, and 

there are strong modification relations and 

associations among them. Therefore, many 

methods jointly extracted opinion targets and 

opinion words in a bootstrapping manner [1], 

In opinion mining the data is collected from 

different websites and processes it in a 

structured manner i.e. in a set of reviews. It 

includes techniques such as data mining, 

natural language processing [9]. The strategy is 

based on opinion relations and association 

between them. For example: take the word 

"long" if a customer said a laptops battery life 

was long, that would be a positive opinion. If 

the customer said that the laptop's start-up time 

was long then that would be the negative 

opinion. Sometimes reviews have both types of 

comment such as negative and positive, it can 

be manageable but sometimes it is difficult for 

a computer system to understand even after 

humans have difficulty of understanding. 

These small differences between two sentences 

change the meaning very much. To reduce 

such a problem extraction of opinion is done. 

To analyze opinions from online reviews, it is 

hard to find the overall sentiment about a 

product. Many times customers expect to find 

features of a product that is reviewed [1]. 

Readers expect specifically positive opinion or 

negative opinion about a product not just the 

reviewer’s overall sentiment. To achieve this, 

our main objective is to detect both opinion 

targets and opinion words. Hence the 

knowledge required for the opinion mining is 

gain by extracting the opinion words and 

opinion targets. Thus our proposed system will 

focus precisely on opinion targets as well as on 

opinion words[15][17]. An opinion target is 

defined as the object about which users express 

their opinions, typically as nouns or noun 

phrases [1]. Usually opinion targets usually are 

product features or attributes. In addition, 

opinion words are the words that are used to 

express users’ opinions. Constructing an 

opinion words lexicon is also important 

because the lexicon is beneficial for identifying 

opinion expressions. Moreover, our system 

will try to identify the possible relationships 

among the opinion targets as well as among the 

opinion words [5][8][13].The main objective 

of project is to develop a model to identify the 

effectiveness of words, sentence and 

documents. As there are two levels i.e. 

sentence level and document level. In 

document level it differentiate positive and 

negative reviews and in sentence level it will 

check for positive and neutral reviews. Hence, 

it checks the polarity of given reviews and 

after that it will calculate the number of 

positive and negative reviews and finally 

generate the chart. For example, in the 

sentence “The resolution of this mobile is 

disappointing” the opinion on “resolution” of 

the mobile object and the comment is negative. 

So in real life all applications need 

II. LII. LII. LITERATUREITERATUREITERATURE   RRREVIEWEVIEWEVIEW   

Number of algorithms have been developed in 

order to understand and implement opinion 

mining and sentiment analysis [2][4]. 

Alternatively performed between opinion 
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targets. This work is used to mining opinion 

target and opinion words. The major aim to use 

this strategy was that in sentences, opinion 

words which is comes with opinion target and 

also we found the relation and association 

between them. So the method collectively 

extract opinion target and opinion words by 

using bootstrap method and extraction is done 

between the opinion words and targets 

alternatively till there is no single element is 

remaining for extraction, but it has problem of 

error propagation. The error would not be 

filtered out hence more error accumulated. 

That’s why we have to suffer from 

parsingerrors such as writing style, graphical 

error, syntax error, grammatical error[15]. 

Some previous method used nearest neighbor 

rule and syntactic patterns for mining 

relationship between opinion word and opinion 

target and this was the key to collective 

extraction [7][10]. Also it will check categories 

of that it may adjective and verb which is 

closest to the noun phrases in particular size, so 

it does not produced output because there is 

problem of long-span modified relation and 

diverse opinion expression. To address this 

problem long-span modified relations and 

diverse opinion expression, several methods 

exploited syntactic information, in which the 

opinion relations among words are decided 

according to their dependency relations in the 

parsing tree. Accordingly several heuristic 

syntactic patterns were designed. However, 

online reviews usually have informal writing 

styles, including grammatical errors, 

typographical errors, and punctuation errors. It 

produce existing parsing tools, which are based 

on formal texts such as news reports, prone to 

generating errors. Accordingly, the 

performance of syntax-based methods, were 

based on parsing. Hence it produce the errors 

and often work do not well[3]. To improve the 

performance of these syntax-based methods, 

one can specially design exquisite, high-

precision patterns. However, with an increase 

in corpus size, this strategy is likely to miss 

more items and has lower recall. Therefore, 

how to precisely detect the opinion relations 

among words is a considerable challenge in 

this task. To resolve these two challenges, this 

paper presents an alignment -based approach 

with graph co-ranking to collectively extract 

opinion targets and opinion words. 

III. IIII. IIII. ISSUESSSUESSSUES   WITHWITHWITH   EEEXISTINGXISTINGXISTING   SSSYSTEMSYSTEMSYSTEMS   

Mostly users express their opinion via short 

message like a gud, bd, nic, etc. It has an issue 

of how to map correct sentiments which user 

wants to express. Such as abbreviations, 

unformed text. Second problem is uploaded 

feedback is not always correct because of 

mistyping or ambiguity due to small amount 

information. For example: “blackberry” can 

either be a mobile brand or a fruit. A positive 

or negative opinion word may have their 

opposite meaning in particular area so it is hard 

to analyze by its meaning. Ex-The display 

quality of laptop is high and battery uses also 

high. First high is showing the positive opinion 

and second high is showing the negative 

opinion. Opinion without sentiment words 

sometimes opinion does not contain the 

sentiment words like good, better, best, worst, 

bad etc. but the message having the positive or 

negative feedback about the product, services. 

Ex- “This mobile consume lots of battery for 

internet then other one.”, This statement 

showing the negative opinion but not using the 

sentiment word 

IV. PIV. PIV. PROPOSEDROPOSEDROPOSED   SSSYSTEMYSTEMYSTEM   

A. Smart Database 

This system we propose will keep an 

intelligent/smart database which will be used 

to archive and reference opinion keywords. 

There will be three different datasets in this 

database:  

Positive Keywords  

Example – Great, good, best, better, 

awesome, nice, very good etc. 
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Negative Keywords 

Example – Worse, bad, poor, wrong etc. 

Neutral Keywords 

Example – awsm, exclnt, gud etc. 

The system will then use the datasets to 

reference and point out negative and positive 

reviews or opinions. 

B. Registration 

First step for the proposed work will be to 

make the user Sign themselves up by 

registering to the designated website by 

completing a user form with all of their 

information, this will result in user creating an 

account for themselves. 

C. Post Review 

The reviews that can be posted on the website 

will be only allowed for registered users, 

though the non-registered users will have the 

right to read the review but not to edit or write 

a new one. Also there will be a maximum cap 

of reviews for a particular product for 

registered users, they will not be able to post 

more than 5 reviews for a single product, in 

case the cap exceeds the user it will result in 

blocking of the user account and their device 

information like MAC address or IP will be 

captured for safety reasons. 

D. Send Review to Server 

Reviews posted by the user’s will then be 

relayed over to the central server. 

E. Token Generation 

In this process the Smart database will be 

referred and information will be extracted 

based on the keywords stored in Smart 

database, for each reference found there will be 

a token that will be generated by the system. 

F. Assigning Polarity 

The categorization of positive and negative 

reviews will be done by implementing the 

Word alignment model to the reviews. A graph 

chart will be generated based on the 

calculations done by the model on the positive 

and negative proportion of a review. Based on 

the chart we will then be able to assign a 

polarity to the review if it leads positive or 

negative for that particular product or service. 

S (Word+ve) = Set of Positive words 

S (Word-ve) = Set of Negative words 

For nth word – 

S (W+) = (W1 + W2 + W3 +…+Wn) Set of all 

Positive Words 

S (W-) = (W1 + W2 + W3 +…+Wn) Set of all 

Negative Words  

The calculation will be done based on the 

negative and positive polarity for every single 

word in the review and by measuring the 

probability, later the computation of all the 

words will be done for its positive and negative 

opinions. Once the overall polarity of the 

product has been calculated, the total 

probability for each product feature for a single 

product review will be calculated. Finally then 

the polarity for the calculation of words will be 

assigned using the negative of positive tone. 

For example “Not great” will be termed as 

negative and “Not bad” will be deemed as 

positive zions. After calculating the overall 

polarity of the product features, we shall 

calculate the total probability for every feature 

for its single product review Analysis We 

assign the polarity for the words by using the 

positive and negative manner for ex..” Not 

good” This is the negative statement and next 

is “Not bad” is positive. 

[Positive + Positive=Positive 

Positive + Negative=Negative 
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Negative + Positive=Negative 

Negative +Negative =Positive] 

so that we calculate word polarity by using 

above formula like. 

1. “Not Good” Not-Negative and Good-

Positive, Negative + Positive =Negative 

“Not good” is Negative statement 

2. “Not bad” Not-Negative and Bad- 

Negative, Negative + Negative =Positive 

“Not bad” is Positive statement 

3. “Very good” Very-positive and good 

positive, Positive + positive = Positive 

“Very good” is Positive statement. 

4. “Very bad” Very-positive and bad 

negative, Positive + Negative =Negative 

“Very bad” is Negative statement. 

G. Reason  

It will explain reason behind positive and 

negative polarity. What’s are the major issues 

of likes or dislike revisers. 

V. PV. PV. PROPOSEDROPOSEDROPOSED   CCCONCEPTONCEPTONCEPT   

A. Word Alignment Model 

This section represents framework of our 

system. The previous methods were based on 

unsupervised word alignment mode3l, in that 

the alignment was done unsupervisely and it 

fails to compute the precise results. Thus, to 

improve the performance by using the 

supervised word alignment model which make 

the alignment satisfactory? The WAM aims to 

provide efficiency for capturing opinion 

relation. The system will also use the graph 

based algorithm for the extraction of opinion 

targets. Opinion target extraction is done using 

word alignment model. It will extract the 

product features such as properties, parts, 

features of product parts which include opinion 

phrases, such as adjective, noun, verb or 

adverbs. Firstly, the WAM will parse the 

reviews to separate the text into sentences and 

it will produce the part of speech for each 

word. The sentences will store into the 

database along with the associated information 

(POS info). A transaction file is created, each 

line in the file contains words which includes 

only identified noun and noun phrases of 

sentence and by considering the issues related 

to the previous methods the WAM will also 

perform the prepossessing on words such as 

fuzzy matching. Fuzzy matching deals with the 

misspellings. 

B. Hill Climbing Algorithm 

Hill climbing is a mathematical technique 

which basically depends on local search. It is 

an recursive algorithm that provides an 

arbitrary solution to a problem, to find a better 

solution by increasingly changing a single 

element of the solution. If it produces a better 

output, an incremental change is made to the 

new solution, it repeats process until it is not 

found a better solution. 

For Example: 

The solution can be found easily in travelling 

salesman problem but it does not always 

produce optimal solution. so for that we are 

producing a algorithm with such a solution and 

with the better improvement in it. It travells 

among the cities in a switching order to get the 

shortest path. In Hill climbing algorithm it first 

choose a node which may close to successor 

state. It fails when there is no closer node at all. 

The algorithm is used to find local optimal 

solution but it is not guaranteed to it always 

find best solution from solution set. It is the 

simplest algorithm in all the optimizing 

algorithm so it is more popular and first choice. 

It is also used in Artificial intelligence, for 

finding a goal state from a starting state. 

Choice of selecting a next node or starting state 

is different for each algorithm among the list of 

related algorithm. 
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VI. IVI. IVI. IMPLICATIONSMPLICATIONSMPLICATIONS      

1. Opinion mining in Business 

Intelligence: There is huge amount of 

information available online, sometimes 

it is difficult for humans to find accurate 

information thus, mining plays a major 

role in business intelligence to extract 

the reviews and also improve the 

products quality by providing better 

service to customer. 

2. Opinion mining in Stock Market: To 

detect the stock price we can analyze 

the sentiments and also to help the 

investors to the decision whether to sell 

the stock or buy the stock. 

3. Opinion mining in Political domain: In 

Politics, Peoples opinion that they 

submit about any policy or government 

regulation, or to predict the result of 

election, opinion mining plays 

important role, to analyze the opinions. 

VII. CVII. CVII. CONCLUSIONONCLUSIONONCLUSION   

By using a word alignment model we are 

developing a system that extracts the opinion 

words and opinion targets. Our main target is 

detecting opinion relations between opinion 

targets and opinion words. In previous 

methods based on nearest neighbor rules and 

syntactic pattern by using word alignment 

model we capture the relation more accurate 

and therefore it is more useful for opinion 

target and opinion word extraction. And then 

we develop a Relation Graph to model all 

reviews and detect the opinion relation among 

them. 
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