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AAABSTRACTBSTRACTBSTRACT   

Higher education institutions are often 

interested in whether students will be fruitful 

or not during their study. Academic 

institutions attempt to gauge the rate of 

successful students utilizing a few strategies 

such as physical examinations, statistical 

methods and recently data mining techniques. 

Right now in India, the need of existing 

framework to examine and monitor student 

advance and performance at an earlier stage 

is not being addressed. The interrelationship 

between factors and components for predicting 

performance take an interest in complicated 

nonlinear ways. The prime objective is to 

analyze students’ performance to decide a 

correlation between the performance of 

students and past grades, demographic, social 

and school related features. In this study we 

create a classification demonstrates to foresee 

understudy execution utilizing Machine 

Learning which naturally learns numerous 

levels of representation. We train model on a 

moderately expansive real world students’ 

dataset, and the exploratory comes about 

appear the viability of the proposed strategy 

which can be connected into academic pre-

warning mechanism. 

Keywords:— Logistic Regression, Exploratory 

Data Analysis, UCI Student Dataset, Feature 

selection, Support Vector Machine 

I. II. II. INTRODUCTIONNTRODUCTIONNTRODUCTION      

The ability to predict a student's 

performance could be useful in a great 

number of different ways associated with 

university-level distance learning. Students' 

key demographic characteristics and their 

marks on a few written assignments can 

constitute the training set for a supervised 

machine learning algorithm. The learning 

algorithm could then be able to predict the 

performance of new students, thus 

becoming a useful tool for identifying 

predicted poor performers. With the wide 

utilization of computers and web, there has 

recently been a gigantic increment in freely 

accessible information that can be analysed. 

Such a expansive sum of information show 

both a issue and an opportunity. The issue 

is that it is troublesome for people to dissect 

such expansive data. The concept of 

machine learning is something born out of 

this environment. The prime objective is to 

analyze students’ performance to decide a 

correlation between the performance of 
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students and past grades, demographic, 

social and school related features and 

predicting whether the student likely to pass 

or fail using machine learning algorithms –

Decision tree, Random forest classifier, 

Logistic Regression, SVC and ADA Boost. 

2.1 Data Preparation 

Data is the main and crucial part in machine 

learning. The data is collected and prepared 

accordingly. Then a model is chosen and 

this data is used for training and testing the 

model. Keen evaluation is done for the 

selected model and parameter tuning is 

done if required and finally the model is 

ready for the predicting the real time data.  

 
Figure 1: Activity Flow for Performance Prediction 

Two datasets are being used regarding the 

performance in two distinct subjects: 

Mathematics (mat) and Portuguese language 

(por). Students are classified into three 

categories, “good”, “fair”, and “poor”, 

according to their final exam performance. 

At that point the data is analyzed on few 

features that have critical impact on 

students' final performance, including 

Romantic Status, Alcohol Consumption, 

Parents Education Level, Frequency of 

going out, Desire of higher education and 

living area. At last, leveraging available 

features, created different machine learning 

models to foresee students' last performance 

classification and have compared models 

performance based on one-out test precision 

score. 

2.2 Exploratory Data Analysis  

Exploratory Data Analysis (EDA) is the 

process of visualizing and analyzing data to 
extract insights from it. In other words, 
EDA is the process of summarizing 

important characteristics of data in order 
to gain better understanding of the dataset. 

 
Figure 2: Correlation Heatmap 

If the dataset constitutes large number of 

columns it's arduous to establish the 

relation between them, a good way to 

quickly check correlations among columns 

is by visualizing the correlation matrix as a 

heatmap in Figure 2. 

KDE Plot described as Kernel Density 

Estimate is used for visualizing the 

Probability Density of a continuous 

variable. It depicts the probability density at 

different values in a continuous variable. 

This type of plot can help to quickly 

identify the most correlated variables like 
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p e r i o d 1 _ s c o r e ,  p e r i o d 2 _ s c o r e , 

mother_education and father_education. 

The influence of parents education on the 

student performance is analysed by plotting 

performance against  good_student 

parent_education, poor_student_parent_ 

education for both mother and father. 

 
Figure 3: KDE plot for Father Education 

 
Figure 4: KDE plot for Mother Education 

Here the ordinary least squares (OLS) 

statistical graph tells that parents' education 

level has a positive correlation with 

students' final score. Comparatively, 

mother's education level has bigger 

influence than father's education level. 

Furthermore, analysing the impact of the 

parents’ education it is determined that the 

higher the education levels of the parent 

more probable high scores for the students. 

Specifically, it is observed that mothers 

with healthcare profession and fathers with 

teacher profession likely to have the student 

with high scores. 

 
Figure 5: Boxplot for Frequency of going out 

 
Figure 6: Violin plot for study time by age and desire 

for Higher education 
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Hypothesis Testing confirmed, the 

frequency of going out with friends has a 

significant correlation with students' final 

performance. The boxplot demonstrates the 

frequency of going out against final score. 

Further, distribution of study time by age & 

desire to receive higher education depicted 

in the violinplot illustrates significant 

correlation with students' final performance. 

2.3 Classification 

Logistic Regression 

It is the Supervised Machine Learning 
classification used to predict binary 
outcomes for a given set of independent 
variables. The dependent variable’s 
outcome is discrete value. 

 
Figure 7: Feature selection  

Feature selection is the process of choosing 

variables that are useful in predicting the 

response. Having irrelevant features in the 

data can decrease the accuracy of many 

models, especially linear algorithms like 

logistic regression in this case. Three 

benefits of performing feature selection 

before modelling the data includes 

improved accuracy, reduced over fitting and 

training time. 

The number of optimal features to be 
used is determined thereby increasing the 
model accuracy and cross validation 
score is determined. 

III. CIII. CIII. CONCLUSIONSONCLUSIONSONCLUSIONS   

The logistic regression model provides a 

better accuracy with the score of 90%. By 

tuning the parameters through superior 

selection of features the model precision 

has increased. The valedictorian of the 

college is likely to have this profile: 

 Doesn’t go with friends frequently. 

 Having strong desire for higher 

education. 

 Parents both received higher 

education. 

 Study more than ten hours weekly. 
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